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Abstract

A programming language is a tool and a vehicle for applications. Logic Programming has proven to be a very fruitful paradigm. Recognizing the need to promote the evolution of Prolog towards a more expressive new logic programming language, a large medium-term national research project was recently started under the authors' coordination involving a large body of investigators from their home institutions. Extensions to Logic Programming are being developed with new forms of computational reasoning, with explicit negation, constraint programming, and parallelism and distribution support. The resulting language, PROLOPPE, will integrate the above aspects in the form of a truly efficient implementation that exploits innovative techniques, including joint implicit and explicit parallelism, and distribution over heterogenous multiple processor architectures. This language will be used in a wide variety of applications such as decision support systems, natural language processing, diagnosis, scheduling, and robot cooperation. In this paper we overview the main topics behind the research in the PROLOPPE project.
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1 Introduction

Prolog, albeit its great success, has a number of limitations both at the language and at the execution levels. We propose to overcome some of these limitations by relying and improving on recent results in the semantics of logic programming languages, where we have ourselves made relevant contributions. We think it is now time for a new step in this direction, with the proposal of a language augmenting the expressive and computational power of Prolog. Our main objective is to promote the evolution of Prolog towards a more expressive new logic programming language (Prolopppe), tied to an efficient execution environment that exploits innovative implementation techniques, including joint implicit and explicit parallelism, and distribution over heterogenous multiple processor architectures. Extensions
to Logic Programming will be developed with new forms of computational reasoning, with explicit negation, constraint programming, and parallelism and distribution support.

Prolog supports a subset of Logic only, and in particular it does not include explicit negation in the facts and in the rules. Increased expressive power of the language, and a wider scope for its applications will be possible by including explicit negation as well as default negation, and exploiting new forms of non-monotonic reasoning (a promising field with increasing expansion at the international scale). Handling contradictions and automated methods for belief revision also brings in increased functionalities. Implementation of these functionalities requires the support of constructive negation, integrity constraints, and disjunction. Constraint-based programming methods for solving linear Diophantine equations have been developed by researchers in our groups, and are proved to be among the most efficient methods known. These and other methods, namely incremental hierarchical constraint solvers for finite domains and the naturals, will be integrated in the implementation and will support rapid prototyping of efficient applications in multiple domains (e.g. scheduling and time-tabling). Currently, these applications demand highly specialized programs which are hard to specify and maintain. Integrating forms of non-monotonic reasoning and numerical constraints in a logic language opens possibilities for innovation in the area of Decision Support Systems.

A first efficient implementation including such extensions will be developed, following our past experience, and aiming at overcoming several limitations of current logic programming systems, regarding problem solving in non-trivial AI applications, and in distributed AI. The project encompasses the development of new techniques concerning the following aspects: optimized Prolog compilation, execution models for the proposed extensions, joint exploitation of implicit and explicit parallelism over heterogeneous multiple processor architectures, and tools for program development with sequential and parallel execution, with support for performance measurement, debugging and visualization.

We address a diversity of complex application domains requiring a programming system with great expressiveness, declarativity, efficiency, and intelligence in the execution strategies. These aspects will contribute to the evaluation of the developed tools, as well as to strengthen the logic programming abilities in order to address non-trivial problem solving. Application
development will also be pursued in other initiatives, extending its impact at the national and international scopes.

In the following sections we summarize the fundamental issues that are being addressed in this project.

2 Semantics for negation

Recently, several authors have underscored the importance of extending logic programming (LP) with a second kind of negation $\neg$, for use in knowledge representation, deductive databases and nonmonotonic reasoning (NMR) [GL90, GL92, Ino91, Kow90, KS90, PW90, PAA91b, PAA91d, PAA92b, PDA93b, PDA93c, PDA93a, PAA93, Wag91]. [BG93] makes an overview of the use of such programs in knowledge representation and NMR. Different semantics for extended logic programs with $\neg$-negation (ELP) have appeared [DR91, GL90, KS90, PA92, PAA91a, PAA92a, Prz90, Prz91a, Sak92, Wag91]. Each of these semantics is a generalization for ELP of either the stable models semantics (SM) [GL88], or the well-founded semantics (WFS) [GRS91] of normal programs.

In [Prz90, Dix91, Dix92] SM and WFS are contrasted, and it is argued that, by its structural properties, WFS is more suitable for an implementation (unlike SM, it is possible to define for WFS both bottom-up and top-down procedures [PAA91c, CW92, Ros92, BD93]). To deal with the problem of floundering, the top-down procedures need to treat negation as failure goals by means of procrastination, common to that of constraints and deterministic priority, and/or constructive methods [TS86, Prz89, KT88, CW92, Ros92, BD93, Bol93].

[AP92] contrasts some of these semantics regarding their use of $\neg$-negation, where distinct meanings of $\neg$ are identified (explicit, strong and classical), and argues that, by its properties, explicit negation is preferable. By being a generalization of WFS for ELP which uses explicit negation, WFSX [PA92] appears as a natural candidate for the base semantics of our ELP PROLOPPE implementation. [Alf93] make an extensive study on WFSX, and its relationship with several NMR formalisms. In [AP93b] WFSX is defined in terms of a “logic of belief and provability”, and compared with the works of [Che93, MT93, LS93]. This open the way for contradiction removal (cf. below), and for generalizing WFSX to disjunctive programs, in the spirit
of [BLM90, Prz91c, Prz91b, Prz93], where several semantics for disjunctive normal programs are defined.

By generalizing LP with either explicit negation or integrity constraints, a new issue arises: how to deal with contradiction. [DR91, Jon91, PA93b, PAA91a, PAA92a] present several proposals for that issue. [AP93c, PA93a] distinguish between two generic approaches to deal with contradiction: one consists in avoiding it; the other in removing it. The definition of procedures for removing contradiction has been generalized to deal with two valued revisions [PDA93b], and to deal with preference among revisions [DNP93], with application to diagnosis, updates, and debugging [PDA93c].

Despite all the above mentioned effort on the theoretical study on ELP semantic and its application domains, to date there is no efficient implementation of these semantics, nor even a formal specification of their procedures. The ELP implementation of this proposal is intended to fill in this gap, and to allow for a practical application of ELP for problems of the domains studied.

3 Constraint Logic Programming

The characteristics of LP, namely its declarative nature, makes it particularly suitable to the specification of a large number of constraint satisfaction problems. Nevertheless, the resolution principle, the basis of LP, is insufficient to handle efficiently these problems, since it does not take advantage from the specificity of some domains (namely numeric) nor from the characteristics of the operations defined on these domains. Several extensions have thus been proposed to LP in the last few years that, without jeopardizing its declarative nature, allow a much better performance in solving these problems. In general, these languages extend LP to Constraint Logic Programming (CLP), by replacing the resolution principle by more powerful constraint solving methods in some specialized domains.

Solving linear constraints on finite domains may also be done by exploring the equivalence to the problem of solving systems of linear equations over the natural numbers (Diophantine equations) and using the specific methods developed for it. Most of the recent research work on Diophantine equations is related with the development of algorithms for unification of terms with associative and commutative functors (AC-unification) and with the field of Term Rewriting Systems [Dom91]. The use in the implementation of a CLP
system of one of the methods for solving a system of Diophantine equations is under research [Con93]. Other recent results, for a single equation, are described in [TFar] and [FT93] and correspond to the fastest methods known to date.

The topic of constraints over algebras of rational trees extends term unification, in a decidable way [Mah88, CL89], to the resolution of first order formulas with equality as unique predicate symbol. Extensions to Prolog in this line, are Prolog II [Col82], Prolog III, and more recent, systems as $CLP(FT)$ [Smi91], where universally quantified disequalities are used to allow logic programs with constructive negation. On the other hand, as was pointed out in [DMV93], the standard algebra of rational trees has a close relationship with the standard model for features logics, [Smo89], which were establish in order to formalize feature based grammar formalisms that have emerged in the Computational Linguistics community over the past few years. From a practical point of view, the fact that the satisfiability problem (in these domains) is NP-hard tends to manifest itself in a dramatic way in practical applications, motivated several specialized algorithms to minimize this problem [Kas87, ED88, MK91].

In [DV92] it was argued that any practical approach to the satisfiability problem should use factorization techniques to reduce the size of the input formulae to which any complete algorithm for satisfiability is applied, since such factorization can reduce by an exponential factor the overall computational cost of the process. In [DMV93, DMB93] were described more factorization techniques and a complete rewrite system for satisfiability was provided.

4 Compilers for Prolog with Extensions

Prolog adapts well to conventional computer architectures. Prolog’s selection function and search rule are simple operations. Moreover, the fact that Prolog only uses terms means that the state of the computation can be coded quite efficiently. The basis for most of the current implementations of logic programming languages is the Warren Abstract Machine [War83], or $WAM$, an “abstract machine” useful as a target for the compilation of Prolog because it can be implemented very efficiently in most conventional architectures. Recent efforts on the implementation of Prolog have tried to
improve further the performance by using direct compilation to native code and global analysis [Van90, Tay90]. Native code systems gain performance by by-passing the emulator. They can also perform machine-level optimisations. Global analysis provides information on how arguments are actually used during execution. Its most common uses are in the further specialisation of unification and in more sophisticated indexing.

The above-mentioned systems are not portable, that is, they usually depend on knowledge of some computer architectures. A portable approach, direct generation of “C” code, has been proposed by Debray among others, but can lead to the generation of huge and hard to compile “C” programs. We believe that such work could benefit from well-established work on portable C compilers.

4.1 New execution models

From the very beginnings of logic programming there has been a desire to obtain good execution models [Kow79] [PP79] [Col86] [Nai85]. More recently the need for such models has been made even clearer by the new goal of exploring parallelism in logic programs. One such important model is the Warren’s Basic Andorra Model [War88], used in the the Andorra-I system [SCWY91b, SCWY91c]. In this model determinate goals (that is, goals for which at most a single clause can match) can be selected first and run in and-parallel. When no such goals are available, the system can try the several alternatives to a non-determinate goal in or-parallelism. Besides the parallelism, the selection functions most natural to the Basic Andorra Model have a very useful form of implicit coroutining [SC93], which has been exploited in several Andorra-I applications [Van89, GY92] and in the Pandora language [Bah93]. Note that Andorra-I can only exploit and-parallelism between determinate goals. Warren’s Extended Andorra Model (EAM) [War89] lifts this restriction and allows a general form of and-parallelism. The EAM gives a set of general rewrite rules for logic programs, which can be subject to different control schemes. The EAM was a basis for the Kernel Andorra Prolog (KAP) [HJ90] framework which is instantiated in the AKL language, proposed by Janson and Haridi [JH91]. In these languages, guards (such as commit guards, cut guards and wait guards) are used to control computation, which may be nondeterministic. Both or-parallelism, and and-parallelism between non-determinate (and determinate) goals can be exploited. Moreover,
the search space can be much reduced over traditional Prolog systems.

Further improvements to AKL’s search rule have been performed by Abreu, Pereira and Codognet [APC92a]. The authors have studied failure-driven configuration reordering, which can be seen as an application of the first-fail principle to the unfolding of an AKL computation. This shows that And-Or tree Rewriting systems (AORS), which encompasses both AKL and the EAM, provide a fertile base for the exploitation of a-posteriori search-space pruning, i.e. pruning part of the search-space as a consequence of the execution of another portion of the program. This approach complements the a-priori search-space pruning that comes as a result of constraint propagation, another mechanism present in AKL.

The differences between Prolog and Andorra-I are more striking. Andorra-I does in fact inherit most of its implementation techniques from Parlog [Cra88] and KL1 [SSM+87]. Andorra-I’s abstract machine and compiler are described by Santos Costa [SC93] (note that in practice much of the difficulties to be addressed in Andorra-I are due to parallelism support, handled by Yang’s engine and by the several schedulers [BRSW91, Dut91]). Andorra-I incorporates some optimisations, the ones considered particularly important for Andorra-I’s main goal to run real applications. The compiled Andorra-I is not as optimised as current Prolog systems, being a more complex and a newer system. Great improvements can be obtained by using the new techniques that are being developed for Prolog, plus the new techniques developed for the committed-choice languages [TB93].

The implementation of AKL and of the EAM also brings some new problems. Janson and Montelius have a prototype implementation [JM92], but again several optimisations will be needed for one such system to compete with current Prolog systems. Note that AKL (and EAM) can be described in terms of and-boxes, and or-boxes (several types may exist). These boxes are expanded during forward execution, but their configuration must be reordered upon failure. This can be made more effective through the guidance of the reordering scheme by a binding-dependency maintenance system; such is the object of the AKL/IP (for AKL with Intelligent Pruning) system outlined in [AP93a] and [APC92b], currently being worked on in Lisbon. AKL/IP is currently being implemented using Janson and Montelius’ prototype [JM92] as a basis, being thus a sequential implementation. It can be argued that a computational model based on rewrite rules for and-or trees (as is the case with AORS’s) is more suited to dependency-directed search-space pruning.
than systems using a Prolog-like selection rule, because the former provides a built-in mechanism to describe suspension of goals and can cope more gracefully with changes to the relative ordering of goals at run-time.

5 Implicit and Explicit Parallelism

Parallel logic programming systems obtain high-performance by exploiting different forms of parallelism. Both implicit and explicit parallelism are available in logic programming languages. In explicit systems such as Delta Prolog [PMCA86] special types of goals (events and splits in Delta Prolog) are available to control parallelism. Implicit parallelism can be obtained through the parallel execution of several resolvents arising from the same query, or-parallelism, or through the parallel resolution of several goals, and-parallelism. All these forms of parallelism can be explored according to very different strategies. We next discuss the most important techniques now available to exploit parallelism in logic programs.

5.1 Implicit Parallelism

Both or-parallelism and and-parallelism have been exploited successfully in logic programming systems. Whereas or-parallel systems exploit much the same parallelism, and differ mainly in the way they represent the search space, quite a few different forms of and-parallelism have been recognised. Arguably, some of the most important approaches are the following. Systems implementing the committed-choice languages, exploit parallelism between goals that have committed to a single clause. Independent and-parallelism systems, such as &-Prolog [HG90], only run independent goals, whose computation should not interfere, in parallel. Andorra-I [SCWY91a] exploits and-parallelism between goals that are determinate. The latter idea has been generalised in the Extended Model, and in the AKI language[JH91].

\footnote{i.e. intrinsic to the execution model, not as an add-on such as can be found in some Prolog systems, or in multi-sequential parallel implementations.}
5.2 Parallel Implementation of the EAM and AKL

Andorra-I can only exploit and-parallelism between determinate goals. Both the EAM and AKL lift this restriction. AKL and the EAM thus share the property that the computation may be carried out in parallel more naturally than in other parallel logic programming systems: the approach of having the run-time data structures organized as a tree of and-boxes and choice-boxes, the requirements on quietness of pruning guards, together with the fact that and-boxes have their own store lead to potentially better locality properties, making such a system suitable for both coarse and fine-grained parallelism. Indeed, the gains on a parallel implementation of AKL are very attractive, and Moolenaar [VAMD91] has recently implemented a parallel prototype for AKL.

Finally, the promising experimental results obtained with the preliminary prototype of the AKL/IP system prompt us to look into a true parallel implementation.

5.3 Implicit Parallelism for Distributed Memory Systems

Recently, new parallel architectures, namely distributed shared memory architectures, have been proposed and built (e.g. the KSR and EDS parallel machines). Although, in these architectures, the memory is physically distributed there is software and hardware support for a shared virtual memory computation model. These architectures combine the advantages of large number of processors (scalability) with the advantage of shared memory, and are therefore ideal targets for the parallel execution of Prolog programs. These architectures are quite recent and few parallel logic programming systems have been developed that understand the new issues. One of the first models has been designed and implemented by Silva [Sil93], and shown successful execution for or-parallelism in one of these architectures.

5.4 Explicit Parallelism

This approach consists in the definition of constructs for the explicit specification of sequenciality and concurrency, synchronization and non-determinism in a logic programming language.
The diversity of proposals that have arisen in the past ten years have two principal aims: (i) search for increased flexibility in the specification of parallelism, versus implicit parallelism as supported by a compiler and/or run-time system; (ii) the need for suitable constructs for the specification of distributed systems. A large number of problems are naturally modelled by multiple concurrent interacting processes where the data structures and/or the entities that solve the problem are spatially distributed.

6 Programming environment

Mostly since the 80s several efforts have been made to build powerful logic programming environments, in order to meet the expectations brought by the innovative Prolog language in the 70s [DCL Y93]. One of the areas where more promising results were found, by capitalizing on logic programming’s own characteristics, was declarative debugging, which has grown into an area with autonomous scientific workshops, such as the recent [FN93], [Cal92]. So far one of the greatest efforts towards an environment integrating innovative tools has been the ESPRIT ALPES project [ANPR89], which went on between 1986 and 1988. From that work and from its sequel by the UNL team several prototype Prolog environments were developed (X-Prolog, MacLogic, StepOn-Prolog), associated to various Prolog implementations (Apple Computer’s Logic Manager, UNL’s own nanoProlog, Universidade do Porto’s YAP, University of Edinburgh’s C-Prolog), sometimes in the context of external R&D contracts (Apple, ENIDATA, Digital, Softlog/NeXT, among others).

In this project we are further improving the development tools in the environment, including low-level analyzers for sequential and parallel execution, declarative debugging, browsers, graphics tools and interface builders.

7 Tasks Overview

This project represents a significant effort, at national scale, towards promoting the Logic Programming paradigm in several directions: theory, language, execution models, implementations and applications. It spans a large body of researchers, and it will stimulate a diversity of teaching and training activities.
Besides the semantic definitions for the new PROLOPPE language, we will produce the first usable implementation of the language and a development environment to be made available to the international academic community, promoting the exploitation of AI applications. This implementation will include and extend the results that the proponents have been achieving, regarding a better Prolog execution model, applied to the support of more advanced semantics and a joint exploitation of implicit and explicit parallelism. The tasks below will produce specifications of language extensions, models and prototypes, and the prototypes themselves, which will be demonstrated and made available during the project.

- Explicit Negation and Logic Programming with Non-Monotonic Reasoning, including contradiction removal, with constructive negation and disjunction.

- Constraint Logic Programming: constraint resolution methods are investigated and used in the implementation of constraint logic programming languages: (a) resolution methods for the linear Diophantines equation systems and other more general constraints concerning naturals and finite domains; (b) incremental hierarchical constraint solvers over natural and finite domains.

- Execution Models: optimized compilation of the Prolog model will be explored, since our past experience in the implementation of conventional Prolog shows that great improvements can still be achieved when implementing the language. This includes: (a) the design of an Intermediate Computer Description, oriented to the underneath architecture; (b) the implementation of a compiler with procedure and intra-procedure level optimization, featuring unfolding, choice points elimination and mode or sequentiality detection; (c) extensibility support to provide the proposed extensions to the logic language.

- We will develop other execution models and search strategies in the following aspects: (a) optimization of the search process based in "Intelligent Pruning", a method that resembles Prolog's intelligent backtracking, but applied to AKL (AKL/IP) execution model; (b) sequential and parallel implementation of the AKL/IP language; (c) application of the
AKL/IP execution model to non-monotonic reasoning, as support to an implementation support of the previous extensions.

- Implicit and Explicit Parallelism: implicit parallelism of the OR and AND types will be explored over shared memory and distributed memory architectures, integrated with other forms of parallelism suitable to the support of distributed logic programming, its application in Distributed AI, and its implementation over heterogenous multiprocessors.

- Development Environment: we will integrate the accomplished extensions in an environment with a set of user support tools, such as: (a) low-level analyser with performance measuring tools, and sequential and parallel execution tracing; (b) declarative debugger; (c) browser; (d) graphic library and specification languages for system interaction; (e) visualization of distributed computations.

- Some applications will be developed to evaluate, test, promote PROLOPPE: (a) syntactic analyser for natural language (for the testing of system use in new formalisms based on constraints like the HPSG); (b) Constraints and Time-Tabling; (c) To diagnosis of distributed artificial intelligence and non-monotonic reasoning.

Other applications of non-monotonic reasoning are foreseen, e.g. to planning and to natural language, not carried out within the project, but evaluated by institutional colleges of team members. The results of this evaluation will be report.
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