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1 Introduction

With the rapid growth of devices connected to the Internet and the amount
of applications running on them, traditional centralized computing models, in
which data is sent to data centers for processing and storage, are becoming
increasingly costly and inefficient. Edge computing allows to store and process
data close to the users, usually at the network’s periphery. This presents a way
to mitigate some of the challenges induced by centralized computing models,
such as the need to send data over the Internet to a remote data center for
processing and storage, by offering a distributed computing paradigm in which
data processing and storage are performed at the edge of the network, close
to the clients and the sources of data [8], offering reduced latency by moving
computations to the network’s periphery, closer to clients (e.g., in ISP servers
and 5G towers). Deploying independent services for each application in every
edge location is costly and impractical, with generic services that can be used
by multiple applications an alternative approach. In this work, we study how
to use and implement these generic services deployed at the network’s edge, in
order to enhance the development of decentralized applications and explore the
gains and benefits of placing computing close to the clients. In particular, we
focus on services that can enhance the replication in decentralized systems, such
as multiplayer games, collaborative applications, and secure blockchain-based
applications.

2 Approach & Design

Several parties are expanding their infrastructures to the edge to put computa-
tion closer to the end user and allow faster response times, at the same time as
the number of tools and frameworks available to deploy code on edge nodes also
continue to expand. While some offer extra control to the developer in terms of
deployment options in exchange of increased complexity and the need for further
configuration, [6, 7] raising a set of challenges to be addressed such as reliability
and security [1], others offer out-of-the-box solutions but restrain the amount
of configurability available to the programmer. An example of the last case can
be seen with some platforms like AWS and CloudFlare that offer services which
allow one to put small computations on the periphery of the user, for instance,
Lambda@Edge Functions and CloudFlare Workers, respectively.

Since in a real-world scenario it is infeasible for each application to be running
its own services on every edge devices spread across the globe due to financial
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costs, logistics, and security, we propose a set of generic services that can be
used by different of applications and be feasible in a large deployment and in low
resources computing environments. We predict that three possible deployment
scenarios may arise, namely, (1) generic edge deployments at key edge locations
like ISPs and 5G towers; (2) edge deployments on cloud providers infrastructures,
such as Cloudflare or AWS; (3) deployments in routers at key locations.

2.1 Services

To test our proposal, we began by designing a labeling service, which allows an
application to sign, timestamp, and verify the authenticity of an operation issued
by a client , offering the possibility to guarantee that the operation wasn’t tam-
pered with by third parties. It can be a great auxiliary to replication protocols,
such as causal consistency protocols that require a total order of operations to
guarantee the correct synchronization between replicas [5].

Next, we designed a get k-neighbours service that allows a node to propose
itself as a neighbour to other nodes that which to enter or participate in a
determined application, as common in overlay networks.

Additionally, we designed and implemented a randomness service which al-
lows a client to send arbitrary data to a randomness server that runs an oblivious
pseudorandom function (OPRF) [3], which in turn allows clients to receive pseu-
dorandom function evaluations on their data, without revealing anything about
the actual contents of their actual content to the server

Finally, we present an anonymization service that implements the Oblivi-
ous HTTP protocol, which allows the forwarding of encrypted HTTP messages
through the usage of Hybrid Public Key Encryption (HPKE) [2] by running
a proxy that strips IP addresses from HTTP traffic, so that clients can make
HTTP requests without revealing their identity to the destination of the request.

These last two services were later on used to implement and validate the
STAR [4] protocol in an edge context, a protocol that provides distributed secret
sharing for private threshold aggregation reporting.

3 Evaluation

In our evaluation we implemented and tested the mentioned services in two sce-
narios: an edge scenario where the code was deployed in the CloudFlare Work-
ers edge nodes, thus having each client communicating with its nearest access
point; and a centralized scenario where the code was deployed in AWS EC2
instances placed in similar distance to each client, making each client contact
the single service instance. To execute the edge scenario, we used the Cloud-
flare Workers infrastructure, thus replicating the services automatically to all
of Cloudflare access points spread across the globe and their respective work-
ers (128MB RAM, up to 50ms of CPU time per request). On the other hand,
the centralized scenario was executed by placing both services in London, on
AWS EC2 (t3.micro,2 vcpu, 1GB RAM) servers. In both scenarios, we placed
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clients in London, Madrid and Paris by running them on AWS EC2 (t2.micro,1
vcpu, 1GB RAM) instances. The aggregation server was deployed in London on
an AW2 EC2 (t3.micro,2 vcpu, 1GB RAM) in both scenarios.
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Fig. 1: Latencies on different settings

Our evaluation consisted of simulating an application that submits personal
measurements of people to an aggregation server running the STAR protocol
with the use of the aforementioned services. Our results showed that the edge
scenario outperforms by far the centralized one, as depicted in Figure 1, mainly
due to the lower latency introduced by having a client communicating with each
service running in its periphery. Regarding clients running on the same scenario,
we can see that their response times don’t differ that much from each other,
although London clients present an overall lower latency due to their proximity
to the aggregation server, in both scenarios. Additionally, due to the distributed
nature of the edge service, the load can be spread among nodes, thus preventing
a bottleneck on the overall performance of the system. Since these services can
be run independently from each other, thus preventing any need for further
synchronization with each other (apart from cryptographic key rotations, that
can be done in isolation), it shows an interesting usage scenario for these types
of generic services.

4 Conclusions

In this work, we proposed a set of generic services deployed at the edge, as a
means of bringing computation closer to the user and offering key services that
can be used by a variety of applications, by comparing their implementation
with a traditional centralized one.
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The obtained results in our evaluation follow the line of what was expected,
namely the reduced overall latency of the requests in the edge scenario, while
not showing any downsides in terms of cost and functionality in having the
deployment of the application in an edge context. Nevertheless, the distributed
nature of these deployments offers a great set of benefits, such as proximity to
the user and added robustness, that makes them a great fit for our proposal.

As future work, we plan to perform an extended testing of our proposed so-
lution, namely using an open source FaaS platform [6], to test the edge scenario
with a more bare-bones deployment, and, the evaluation of the aforementioned
services for labeling and obtaining k-neighbours, to enhance the replication of
distributed systems, namely secure causal consistency replication protocols.
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