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Abstract. Intensive research and development has been conducted in
the design and creation of groupware systems for distributed users. While
for some activities, these groupware tools are widely used, for other ac-
tivities the impact in the groupware community has been smaller and
can be improved. One reason for this fact is that the mostly common
used applications do not support collaborative features and users are re-
luctant to change to a different application. In this paper we discuss how
available file system mechanisms can help to address this problem. In
this context, we present Forby, a system that allows to provide group-
ware features to distributed users by combining filesystem monitoring
and distributed event dissemination. To demonstrate our solution, we
present three systems that rely on Forby for providing groupware fea-
tures to users running unmodified applications.

1 Introduction

Intensive research and development has been conducted in the design and cre-
ation of groupware systems. While for some activities, these groupware tools are
widely used (e.g. instant-messaging, conferencing tools), for other activities the
impact of the groupware community can be further improved. One example is
the support of asynchronous cooperative editing, where version control systems
(e.g. CVS, subversion) are widely used for data management but the proposed
awareness mechanisms [5, 17, 14] are rarely used in practice.

One reason for this fact is that the mostly common used applications do not
support collaborative features and users are reluctant to change to a different
application. This fact has been pointed out before [18] and several approaches
for providing groupware features in existing applications have been proposed in
literature, as reviewed in the related work section.

In this paper we propose a different approach, relying on the combination
of modern file system mechanisms and an event dissemination system. Current
operating systems include lightweight file system mechanisms to monitor files ac-
cessed and modified by users, allowing to infer user activity based on monitored
actions. By combining the information obtained from these mechanisms with
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an event dissemination system to disseminate this information among multiple
users, it is possible to provide groupware features to users in a distributed envi-
ronment. As exemplified in the applications presented in section 5, a wide range
of functionalities can be provided, from awareness information to new groupware
applications.

As far as we know, this approach has been previously neglected by the group-
ware community. However, when compared with other proposals, it has the ad-
vantage of being application-independent, allowing the developed solution to
work with all applications, thus providing groupware features while users can
continue using their preferred applications. A disadvantage of this approach is
that it can only be used when file system activity occurs. This limits the scenar-
ios where our approach can be used. Thus, we think that this approach is not
intended to be a replacement of existing proposals, but rather a complement to
such proposals.

The remainder of this paper is organized as follows. Section 2 discusses re-
lated work. Section 3 presents existing file system mechanisms and surveys their
availability in the most popular operating systems. Section 4 presents Forby
design. Section 5 discusses how to use Forby in the context of three different
applications. Section 6 concludes the paper with some final remarks.

2 Related work

Several approaches have been proposed to integrate or improve groupware fea-
tures in existing applications. In this section, we survey some of these proposals,
grouping them by their approach.

The first approach is to provide application sharing, by allowing a group of
users to transparently share the same application. Systems like Microsoft Net-
Meeting provide such functionality. However, as discussed in [2], this approach
has a series of shortcomings, such as the lack of support for real concurrent work
and large network bandwidth requirements.

The second approach consists in dynamically replacing single-user interface
components of applications by multi-user versions. The replacement occurs at
run-time and is transparent to the original application. Flexible JAMM [2] pro-
vides this functionality. This approach is very effective, but its applicability tends
to be limited in the number of applications that can be supported.

The third approach consists in creating minimal modifications to existing
applications or relying on information already provided by applications. For
example, in [6] the authors present a generic mechanism for awareness applied to
the BSCW shared workspace. In this context, events that are to be propagated
are obtained by sensors that are integrated with the BSCW server. In [12],
the authors use existing operations for getting and setting the state to provide
synchronous editing functionalities in existing editors.

This approach is interesting but solutions are application specific. Thus, for
providing the same functionality in different applications, the solution (or part
of it) must be re-written, thus limiting its applicability. Additionally, when new



versions of the software are released, it is necessary to verify if the developed
solutions still work with the new version.

The fourth approach is based on the use of application plug-ins. In QnA [1],
the authors present a plug-in for commercial instant-messaging clients that in-
crease the salience of incoming messages that may deserve immediate attention.
For the open-source Eclipse editor, plug-ins developed in Palant́ır [16], Jazz [7]
provide different levels of awareness information for shared files.

This approach has the same shortcoming of the previous approach, with
the difference that plug-ins are officially supported and it is expected that new
versions do not break existing plug-ins.

Some applications do not directly support plug-ins, but some extension can
still be achieved (e.g. by intercepting application events at the operating system
level, such as mouse movements, keyboard activity, etc.) This approach has been
used in several systems [18, 11] for integrating groupware features in applications
such as Microsoft Word. This approach has the same problems as the previous
ones, but it is even worse as there is no supported API for the created extension.

In the Placeless Documents system [4], it is possible to associate with each
document some code, in the form of active properties, that is run when the doc-
ument is accessed. This approach can also allow to provide groupware features
to existing applications. However, unlike our approach, for this code to be ex-
ecuted, the files must be accessed through the Placeless Documents interfaces,
that includes a distributed file system interface. Additionally, unlike the solution
proposed in our system, this system provides no support for combining appli-
cations running in different sites, thus making it harder to provide groupware
features in distributed settings.

3 File system mechanisms

File system support has been evolving, with the introduction of new functional-
ities. Although different operating systems provide different mechanisms, most
modern operating systems tend to provide the same file system functionalities
relying on different APIs. In this section we overview some of the new features
that can be used when providing groupware features.

3.1 Notification mechanisms

Notification mechanisms allow user level applications to be notified when some
access to the file system is executed. This includes the execution of open, read,
write and close operations on files and changes in directories.

Notification is performed asynchronously, out of the loop of the system call,
thus imposing minimal overhead to the operation execution. This approach also
alleviates the efficiency requirements for the functions that process notifications,
as the execution time is not reflected in the original operation execution.

These mechanisms are currently used in several applications, such as indexing
systems for tracking changes in files and directories without requiring expensive
periodically polling of the file system.



Notification mechanisms are available in the three most popular desktop
operating systems. In Windows, Win32 API supports this feature natively for
some time. Additionally, the .NET framework also supports this feature using the
FileSystemWatcher library class, making it available to all supported languages.
In Mac OS, the File System Events API provides such functionality since Mac
OS v. 10.5. In Linux, the Inotify subsystem provides such functionality and it is
integrated in the kernel since version 2.6.13. Other subsystems provide similar
functionality (e.g. FAM, dnotify).

These APIs are available to user level applications, making the implemen-
tation and debugging of applications that use these mechanisms simple. Addi-
tionally, for each of the proposed mechanisms, there are mappings to several
programming languages allowing to access these features easily in different pro-
gramming environments. In the Java language, the JNotify library provides sim-
ilar support in both Windows and Linux systems.

The APIs for all these systems consists in a very reduced number of methods,
that can be used in a very straightforward way. The example in Figure 1 shows
how to use Inotify for requesting notification of accesses to a file. It also shows
how the application can have access to the notifications.

//***** Initialize Inotify *************************
int fd = inotify_init ();
if (fd < 0) return -errno;
//***** Add a Watch ********************************
int wd = inotify_add_watch(fd,

"/home/user/myfile", IN_ACCESS | IN_MODIFY);
if (wd < 0) return -errno;
//***** Read an inotify event **********************
static struct inotify_event buffer;
*nr = read (fd, &buffer, sizeof(buffer));

Fig. 1. Setting up a notification request for accesses on a file and obtaining notifications
in Inotify.

3.2 Interception mechanisms

Interception mechanisms allow to intercept file system calls and execute code
before returning the result. This code may execute any action the system devel-
oper wants, including executing direct access to the file systems, sending mes-
sages over the network or even denying file operations by returning an error.
This mechanism is used, for example, by anti-virus software to avoid that users
run compromised software.

Unlike the previous mechanism, file system interception is executed in the
path of the system call. Thus, the time consumed in executing the additional code
is directly reflected in the delay the application experiences when executing the
file system operation. Thus, the implemented code must be efficient, especially



when no additional functionality is being executed, or otherwise the system
performance will be affected.

The existing interception mechanisms can be broadly divided in two classes:
kernel-based and user-level based. The first, run fully inside the kernel of the
operating system. This approach is more efficient, as no additional user/kernel
transition is necessary. However, it is much more complex to develop applications
using this approach, as debugging code that runs in the kernel is very difficult
(an error may lead to a freeze in the system). The second class, only includes
a small module running in the kernel that intercepts the file system calls and
redirects them to user level, where the additional code runs. This is less efficient
than the previous solution, but it is much simpler to develop. Additionally, it is
always possible to use this approach during the development phase and migrate
the developed code to the kernel after the development is completed. Concerning
user level solutions, it is also possible to intercept file system calls executed using
dynamic linked libraries (e.g. the C library in Unix-like systems) by replacing
the code of these libraries. This approach is efficient but it is not generic, as it
only works for applications that use dynamic libraries for executing file system
calls.

Several approaches exist to implement file system call interception. File Sys-
tem in Userspace (Fuse) is available for both Linux and Mac OS operating sys-
tems. This system uses a small kernel module that redirects intercepted calls to
user level. Application developed using Fuse run in user level and must specify,
for each file system call, the code to be executed. Fuse is very popular and simple
to use, and a large number of systems were developed on top of it. For Linux
(FreeBSD and Solaris), FiST [19] provides a kernel level solution that includes
a specific language for simplifying the creation of stackable file systems. In the
Windows operating system, the Installable File System API allows to intercept
file system calls at the kernel level. An application implemented using this API
can either fully execute in the kernel or redirect the call to user level.

4 Forby

Forby is a middleware system for providing groupware features to distributed
users. The system provides two main components, present on each node: a file
system monitoring module and a distributed event dissemination module, as
shown in Figure 2. The file system monitoring module is used to infer user ac-
tions, based on file system activity. The distributed event dissemination module
is used to propagate information among nodes. Applications use these two low-
level components for providing groupware features to users. Next, we detail the
two main components of Forby and later discuss how to build an application
relying on these components.

4.1 Monitoring component

The file system monitoring module monitors the user’s working area, capturing
the actions made by that user, processing them and forwarding them to the



Fig. 2. Forby architecture.

application if those events are important. This component is divided in three
sub-modules that perform the operations required to capture, pre-process and
deliver the important file system events to the application. The sub-modules are
the activity monitor, event filter and event manager (Figure 3).

Fig. 3. Forby monitoring module.

The activity monitor sub-module is responsible for monitoring the activity
in the file system, obtaining the events through any existing tool or file system
mechanism. Whenever a user performs an action in the monitored area, an event
(FSEvent) is created. The FSEvent includes the information about the file, the
access type and the current system time. The system can monitor any type of
file access – create/delete, open file, read, write, etc.

This is the only module that is operating system dependent. Currently, there
are two implementations based on JNotify [10] running on Windows and Linux
systems and one implementation based on Installable File Systems (IFS) running
on Windows systems. Forby is prepared to easily integrate other file system
monitoring mechanisms by only creating a new activity monitor sub-module.



When using Forby, one activity monitor sub-module must be selected in
each node, but different nodes of the same application may use different activity
monitors.

As file system monitoring generates a large number of events, to simplify
application development it is important to filter the messages propagated to
the applications. Additionally, applications are often more interested in know-
ing that a given pattern of accesses have been executed, rather than having to
process the all event sequence. For example, an application that just needs to
know when a file has been changed, is not interested in processing the complete
sequence of open, reads, writes, close events but rather prefers to receive a single
event notifying that the file has been changed. The event filter sub-module is
responsible to achieve this functionality by pre-processing the raw events.

As the necessary events are application-dependent, the application must de-
fine the event filter to use. Although the programmer can define a new event filter
from scratch, a set of filters with basic functionalities is available for re-use. The
basic functionality of these filters is to keep information about which files or
directories should be monitored or ignored, updating the list of files/directories
as the result of create/delete operations. All events on files that must be ignored
are immediately discarded.

On top of this file management functionality, two basic filters were defined.
The first, simply filters the events based on their type using some defined mask
without further processing. The second, groups sequences of events into more
complex events – for example, a sequence of write (resp. read) operations is
notified as a file modification (resp. file access) event. These basic filters can
either be used as is by the applications or be further extended. Our experience
in developing applications using Forby shows that the basic filters can usually
be used without changes, as application requirements tend to be similar.

The use of event filters makes sure that the application only receives the
important events, therefore reducing the number of events that are processed.
This approach simplifies the application’s design and coding, since most of the
effort of filtering the events is made at the event filter sub-module. Additionally,
this is also important as it contributes for reducing the processing needs by
filtering events as soon as possible, thus minimizing the overhead of Forby and
improving system performance.

Finally, the event manager manages the events, linking the monitoring system
to the application. It receives the events from the activity monitor, validates
and pre-processes them using the event filter and ultimately, if that is the case,
forwards the events to the application.

4.2 Dissemination component

Although any event dissemination system could be used for this purpose, Forby
dissemination component implements a system specially tailored for supporting
users with minimal infrastructure requirements, thus allowing users to easily
use the system. To this end, the event dissemination system manages the group



participants, organizing them in a peer-to-peer dissemination tree that allows
efficient event exchange among the peers.

Event dissemination is epidemic, where each participant that receives an
event must forward the event through the tree, so that the event reaches all par-
ticipants. Also, when an event is received, it is delivered to the system application
in order to be processed.

For joining the dissemination tree, a new group member must obtain a list
of participants already in the group, by contacting a rendez vous point. Two
approaches have been implemented. For minimizing the infrastructure require-
ments, Forby can rely on existing servers to maintain this information – either
a CVS/svn server used by the group or an email account supporting IMAP ac-
cess (e.g. Gmail). If no remote server is available, peers can be organized into a
DHT (Pastry [15] in our current prototype), where one node is responsible for
maintaining the active participants of a given group.

After obtaining the list of participants, the new node enters the dissemination
tree and starts receiving, processing and propagating events, as any other node.

For small groups of users with no or minimal networking knowledge, private
networks are a problem as they reduce the connectivity among computers. This
is important as users’ computers are increasingly in private networks, either be-
cause most organizations internally structure their network into private networks
or because access is usually mediated by a router (or firewall), even at home.

Forby addresses this problem by organizing private and public nodes in sep-
arate trees. Public nodes create a public dissemination tree as stated earlier.
Private nodes follow a different approach. The first node that connects to the
system becomes the private network leader and tries to establish a connection
with a public node. The other nodes that join that network connect to the leader,
forming a private dissemination tree. When an event is disseminated, it is for-
warded through the tree and when it reaches the leader, it is sent to the public
peer, which will forward it in the public tree.

Any public node that receives an event, forwards to the other public nodes
and to all private nodes connected to it, so that every message reaches all group
nodes. Public nodes are used as a bridge between private networks, allowing
private networks to receive notifications. Figure 4 shows the organization of
public and private nodes.

All disseminated events are stored in event repositories for later use. Since
Forby follows a best effort dissemination policy (which offers no guarantee that
a message immediately reaches all nodes), this is necessary to provide fault-
tolerance. Additionally, it is also used to provide support for disconnected nodes.

Event repositories can be local to each peer or they can be set in a remote
server. Once again, as for the rendez vous point, a CVS/svn or IMAP server
can be used, thus imposing no specific infrastructure requirement for running
Forby. Besides simplifying the system deployment, this approach allows each
system/group of users to define the configuration that better suits their envi-
ronment/requirements.



Fig. 4. Organization of private and public networks.

The use of a remote repository is also used to allow private networks to
communicate with each other when no public node is available. In this case, the
leader of each private sub-network periodically polls the server to check if new
events are available and if they are, the leader forwards them to the other nodes
in the network.

The dissemination system can be used to disseminate FSEvents or any other
event that the application needs to propagate to other nodes. In any case, the
disseminated event, DisseminationEvent, contains not only the event to be prop-
agated but also all the information needed by the dissemination process (includ-
ing the event sender and the sequence number). Each node keeps a summary of
the received events (in a version vector) and periodically exchanges these sum-
maries with neighbors (in the dissemination tree). A node can discover that it
missed some event when exchanging these summaries or when it receives a new
event (by discovering that some event is missing in the sequence of events from
a node). In this case, the node can contact the remote repository — if one is
being used — or disseminate an event request message, which will be replied by
any node that has the requested event cached or locally stored.

For optimizing the event dissemination process, applications can define when
an event makes a previous event obsolete – e.g. an event stating that a file has
been modified usually makes a previous event with the same information from
the same user obsolete. In this case, if the older event has not been propagated
to all nodes, only the most recent event will be propagated.

Also, obsolete events can be deleted from the repositories and, when a node
requests an event or a sequence of missing events, it needs only to receive the
most up-to-date event that is not obsolete, optimizing the bandwidth and storage
usage, and increasing the efficiency. Applications must define the rules used
by the system to state that an event is obsolete. To simplify this process, the
programmer can rely on base definitions or create a new one.

Finally, another feature offered by Forby’s dissemination system is the pos-
sibility to send messages to a node using the reverse path followed by an event.
This way, nodes can contact each other directly. As exemplified in the imple-



mented applications, this is very useful for allowing a node to contact the original
node to obtain additional information, when necessary.

5 Application development

Forby can be easily used by any application that needs to provide groupware
features relying on the information obtained by capturing and disseminating file
system events. It allows programmers to focus on the application itself, rather
then spending time dealing with the the details of efficient event capturing and
dissemination. For using Forby, the application must set up the Monitoring and
the Dissemination modules, by selecting the adequate parameters.

In the remaining of this section we detail three applications implemented
using Forby. These applications have different goals – from providing awareness
to a simple voting application, thus allowing to illustrate how Forby and its
mechanisms can be used for supporting the development of different distributed
groupware applications.

5.1 Awareness for version-control systems

In client-server version control systems (e.g. CVS, subversion), users checkout
each file they are interested on and create a local copy of the file. Then, they
can modify the files in isolation for how long they want. Finally, when the user
decides that she has finished her changes, she submits the new version back to
the server. This approach may lead to concurrent changes, as more than one
user may change the same file concurrently without knowing about the actions
of other users.

This is a typical scenario where it would be interesting to provide additional
awareness to users. Several solutions have been proposed to address this problem
(e.g.[14, 8, 16, 3, 9]). However, the proposed solutions either require the user to
use an additional application or are defined as a plug-in for some specific text
editor, thus limiting its use.

Without changing the editor, a possible solution for providing additional
awareness information is the following. Whenever a user accesses a file, by open-
ing and reading it in any application, the user must be informed if a new version
exists in the server or if some user has modified his local uncommitted copy of
the file. Whenever a user is accessing a file and some other user concurrently
modifies the file, the user is informed about the possible conflict. In any case, the
user should have the possibility to request the new version either by obtaining
it from the server or by requesting the other user to commit the new version.

We have implemented this application using Forby, relying on the dissemi-
nation of events for file change notification. Thus, whenever, a user modifies a
file locally, our system automatically disseminates to all other users an event
that represents that modification – including information on the version being
modified and on the user. When receiving this event, each peer will store the



event for possible future notification. If the file has been accessed recently, the
user is also informed of the possible conflict.

Whenever a user accesses a file, by opening and reading it in any application,
our system checks the events stored locally and determines if some user has
modified her local copy (without propagating it to the server). Whenever this
happens, the user is notified – figure 5 shows the notification presented when
a user opens a file that is concurrently being modified (in this case, the user is
using the gedit application, but this would work with any application).

Fig. 5. User being alerted that the file she is opening has been modified by some other
user.

When compared with the mentioned solutions that provide similar function-
ality, our approach has the advantage of working with any editor application,
thus allowing users to continue using their preferred editors. Moreover, when
compared with solutions that use additional applications, our solution allows
the user to obtain the awareness information without having to change applica-
tion – a simple pop-up is shown to users.

To implement this application in Forby, we have used the functionalities of
the Monitoring and Dissemination modules.

The Monitoring module is used to monitor the file system activity and receive
the needed events. In this case, we were interested in knowing, for a subset of
the files in the file system, when a file had been accessed and when it had been
modified. To this end, we have used the base filter that reports file changes and
file accesses, with the change that file accesses are reported on the first read
operation. On a file change, the application notifies other peers that a file has
been locally modified. On a file access, the application uses this information to
verify if the file has been remotely modified and to notify the user if necessary.

When deploying our solution, an adequate file system monitor should be used
in each node, depending on the operating system.

The Dissemination module is mainly used to disseminate events about file
modification by some user. To use it efficiently, the programmer must define



when an event make others obsolete. In this case, when two file write events are
on the same file and user, the older event is obsolete. Thus, in the worst case,
for each file, the dissemination system will only have to keep one event for each
user, even if a large number of updates are executed by that user.

When deploying our solution, it is necessary to configure the adequate reposi-
tory for rendez vous and event storage. By default, rendez vous relies on the CVS
server to store the needed information. For event storage, local storage is the de-
fault option but an external repository can be used if the network configuration
requires that.

For implementing the requests for commit, our solution sends a message to
the peer that has the new version using the reverse path for the update message.

We had previously implemented a similar solution without relying on Forby [13]
and using the version control system to propagate events among users. When
compared with that solution, our solution based on Forby is much simpler, as
Forby handle the details related with file monitoring and event dissemination.
Additionally, the system can be used without modification in any platform that
runs Forby (Windows and Linux, at the current moment).

5.2 Automatic directory replication

In this section we describe an application that automatically maintains several
replicas of a directory hierarchy up-to-date. Our intended use was to allow a
family to cooperatively maintain the set of family photos, by allowing each family
member to immediately access photos added by the other members1. However,
our approach could also be used to maintain several replicas of a workspace
up-to-date.

As in the previous example, we have implemented this application using
Forby, relying on the dissemination of events for notifying workspace changes.
Thus, whenever, a file is created, removed or updated, our system automatically
disseminates this information to all other peers.

When receiving a file creation or file update event, the peer automatically
downloads the file from the source peer2. If the peer has a public network address,
a direct connection is used. Otherwise, the application relies on the dissemination
system to communicate with the source peer. When receiving a file deletion
event, the peer removes the file locally.

All the replication process is automatic, without need for the application to
explicitly notify the users. For the targeted environment, we do not expect con-
current updates to occur, thus a simple conflict resolution mechanism is used to
guarantee that all replicas eventually converge to the same state. When receiving
a file update (or file delete), the correspondent action is executed only if no more

1 When compared with web-based services that provide similar functionality, our ap-
proach provides additional privacy as photos are not stored at some third-party
server.

2 For simplicity, we omit details related with configuration for delayed download or
partial workspace replication.



recent event on the same file has been received (with the recent relation defined
using the information used by the dissemination system). This guarantees that
all peers will download the version that corresponds to the most recent event.

To implement this workspace replication mechanism using Forby, our appli-
cation uses the Monitoring module to collect the information about file creation,
deletion and modification. To this end, one of the basic event filter sub-modules
has been used.

Regarding the use of the Dissemination module, it is necessary to define the
obsoleteness rule. In this case, for some given file, a file update makes obsolete
a file create and a file delete makes obsolete a file create and a file update from
the same user.

Again, as in the previous example, when deploying the application it is nec-
essary to decide which file system monitor, rendez vous and event storage mech-
anism will better fit the users environment.

5.3 Voting application

The third application we present is a very simple voting system. In this appli-
cation, a user in the group may start a new voting process. For each voting, a
ballot document with some pre-defined text format is created in each peer in-
volved in the voting process. The user can cast his vote by modifying the ballot
document.

When implementing this application using Forby, the following approach is
used. For starting a new voting process, a user must create a voting request file
with a pre-defined extension. The file, with some specific pre-defined format,
includes the question to be posed, voting possibilities and a flag stating that
the voting process should be active. Currently, the voting request file is usually
created by copy and paste from given templates, but this functionality could be
implemented in existing or in a new applications.

When the application detects that a voting request file has been set to active
(by changing the flag in the voting request file), it uses the dissemination sys-
tem to propagate to other peers the voting request. Upon reception of a voting
request, a ballot document is created and a notification is presented to the user.
The user could later cast his vote by modifying the ballot document file stored
in the file system. Upon completion of his vote – marked using a completed flag,
the application propagates the ballot to the original site, where the final decision
is computed when some minimum number of votes were received.

To implement this application using Forby, our application uses the Moni-
toring module to know when a voting request or ballot has been modified. By
verifying the active (resp. completed) flag in the voting request (resp. ballot)
file, the application knows that it is time to propagate a voting request event
(resp. ballot event). The event filter sub-module used by this application only
propagates to the application the notification that a file has been modified.

Regarding the use of the Dissemination module, the same obsoleteness rules
of the replication application are used. Again, as in the previous examples, when



Execution time (ms)

File size No monitoring JNotify Minifilter (IFS)

500 KB 17 18 17

1 MB 38 38 38

10 MB 485 485 491

20 MB 966 990 977

Table 1. Average execution time for write operations.

Execution time (ms)

File size No monitoring JNotify Minifilter (IFS)

500 KB 1 1 1

1 MB 3 3 3

10 MB 39 39 40

20 MB 80 81 84

Table 2. Average execution time for read operations.

deploying the application it is necessary to decide which file system monitor,
rendez vous and event storage mechanism will better fit the users environment.

6 Performance Evaluation

Forby’s event capturing relies on monitoring mechanisms that could possibly
introduce some file system operation overhead. To analyze the relevance of that
potential overhead, a simple experiment consisting on a set of file access oper-
ations was run. The experiment consisted on measuring the overhead, averaged
over 500 repetitions, for read and write operations over different files and file
sizes. Tables 1 and 2 show the resulting average execution time for the different
monitoring tools.

The values on tables 1 and 2 show for both read and write operations a
very low overhead. This low overhead is barely measurable and is probably more
influenced by the increase in the overall system load than the potential delay,
related to the registering of notifications, induced on the actual kernel operations.
Moreover, the expected deployment environment consists on interactive user
usage, in which this overhead is not observable in practice.

The low overhead is a noticeable benefit of kernel support for file system
event notification, since, in contrast, file system call interception mechanisms
induce observable delays [13].

7 Final remarks

In this paper we present Forby, a system that leverages modern lightweight
mechanisms for file system activity monitoring with distributed event dissemi-



nation to provide groupware features to distributed users. As such, the system is
composed of two main modules. The monitoring module allows applications to
obtain the file system events they are interested on using a high level, operating
system independent, interface. The dissemination module allows to disseminate
events among groups of peers, handling all details related with reliability (in-
cluding persistence and disconnection support). The dissemination module was
designed to impose minimal infrastructure requirements by allowing to use ex-
isting servers (CVS/svn servers or email servers – e.g. Gmail). This simplifies
the use of the system by any user.

The examples presented in the previous section show three different uses
of Forby. The first solution provides awareness information for users editing
data managed by a version control system. The second solution provides auto-
matic shared data replication. The third solution implements a voting system.
These examples illustrate that Forby can be used to develop different groupware
features to distributed users. One important feature of these solutions, and of
solutions that rely on file system mechanisms, is that it allows providing group-
ware features to any application, allowing users to continue using their preferred
applications.

However, it is important to understand that these mechanisms can only act
when user applications access the file system. This makes these solutions bet-
ter suited for providing groupware features in non-realtime (or asynchronous)
settings. This limitation can be alleviated in some applications, by setting the
auto-save period to a short time, thus allowing the system to have knowledge
about user actions very quickly.

As mentioned earlier, we believe that combining the use of file system mon-
itoring and distributed event dissemination has the potential to allow providing
groupware features to users using unmodified applications. We see this approach
not as a replacement of other alternatives, but rather as a complement.
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